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Abstract

This paper concerns the problem of agent trust in an elec-
tronic market place. We maintain that agent trust involves
making decisions under uncertainty and therefore the phe-
nomenon should be modelled probabilistically. We there-
fore propose a probabilistic framework that models agent
interactions as a Hidden Markov Model (HMM). The ob-
servations of the HMM are the interaction outcomes and
the hidden state is the underlying probability of a good out-
come. The task of deciding whether to interact with another
agent reduces to probabilistic inference of the current state
of that agent given all previous interaction outcomes. The
model is extended to include a probabilistic reputation sys-
tem which involves agents gathering opinions about other
agents and fusing them with their own beliefs. Our sys-
tem is fully probabilistic and hence delivers the following
improvements with respect to previous work: (a) the model
assumptions are faithfully translated into algorithms; our
system is optimal under those assumptions. (b) It can ac-
count for agents whose behaviour is not static with time (c)
it can estimate the rate with which an agent’s behaviour
changes. The system is shown to significantly outperform
previous state-of-the-art methods in several numerical ex-
periments.

Categories and Subject Descriptors

1.2.11 [Distributed Artificial Intelligence]: Multiagent
Systems; 1.6.5 [Simulation and Modelling]: Model De-
velopment, Modelling methodologies

General Terms
Algorithms

Keywords

Trust, reliability and reputation

1. INTRODUCTION

There has been a recent trend in computing towards in-
creasingly larger, open and distributed systems. These sys-
tems are used by numerous human and software agents which
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act in a self-interested manner [16] and which often need
to take decisions under uncertainty. Examples of such sys-
tems include, but are not limited to, electronic marketplaces,
distributed file and information sharing systems, social and
professional networking sites.

Acceptance of these systems depends upon average users
achieving a useful, fair service of consistent quality. These
aspirations are exceptionally hard to achieve given the diffi-
culty of enforcing centralised control measures in distributed
computing systems. Self-interested agents are likely to vary
their behaviour according to their goals, even if this is at
the expense of other users. Explicit penalties to any agents
found to be compromising the system or behaving unfairly,
are hard to impose and belie the ethos of an open, dis-
tributed paradigm. Instead, any agent who attempts to
make profits through gaming or exploiting weaknesses in
the workings of the system, should simply be flagged as an
unsuitable choice and thereby lose opportunities for gain,
fair or otherwise. A common approach to reaching this goal
is the implementation of an automated trust and reputation
system. Within this paper we consider trust, in line with
the definition of [8], to be the belief an agent holds in the
ability of its counterpart to deliver in the context of a spe-
cific transaction. This belief is based on the agent’s previous
interaction experience with its counterpart. Reputation is
the collective opinion of others regarding an individual [16].

Researchers in the area of multi-agent societal issues have
put forward a wide variety of representations for trust and
reputation. The most prominent examples include different
logic formalisms [1, 3, 11] as well as methods based on a mix-
ture of probabilistic and empirical premises [3, 16]. Each of
these systems is based on a set of assumptions and the trans-
lation of those assumptions into computer algorithms. Their
performance is therefore related to both the validity of the
assumptions as well as the algorithmic implementation. It is
our postulation that only once a faithful representation of a
set of assumptions has been made, can the effects and ben-
efits of modifying these assumptions be studied under the
scientific method. We further maintain that the only the-
oretically and practically sound language capable of repre-
senting uncertain reasoning is that of probability. Therefore
the position we adopt in this paper is to derive a fully prob-
abilistic model of trust from a simple set of assumptions. In
doing so we eliminate any possibility of non-faithful transla-
tion of our assumptions into algorithms. Any shortcomings
of the method presented can be solely attributed to faults
within the assumptions themselves. The approach we pro-
pose as part of this work is, to the best of our knowledge, the



first one to maintain a fully probabilistic representation of
trust and reputation while modelling agents with dynamic
behaviour. A series of experimental evaluations demonstrate
a significant performance improvement over state-of-the-art
methods, thereby confirming the validity of our approach.

2. PREVIOUS WORK

A vast number of systems have been proposed to deal with
the issue of computationally representing the intricate, se-
mantically complex notion of trust (and its counterpart, rep-
utation). One of the first works on the field was [9]. Dealing
with deception was introduced in [7] while [15] considered
the ability to combine sources of information.

Many of these systems have opposing views on how trust
should be represented, stored and updated. Viewpoints vary
between the Dempster-Shafer calculus [6], epistemic and
doxastic logic [1], subjective logic[2] and fuzzy-logic [11].

Perhaps the most influential treatments of the problem
of trust and reputation modelling are [3] and [16]. These
models (like ours) are restricted to binary agent interac-
tion outcomes. Trust is therefore the degree of belief an
agent has into the outcome of an interaction being positive.
Both models use the Beta distribution as a representation
of the agent’s posterior distribution in the interaction out-
come, given all previous interaction experiences with an-
other agent. The fundamental difference between these two
treatments of trust is that [16] assumes static agents which
does not always hold in real systems. On the other hand [3]
relaxes this assumption by introducing a forgetting factor in
the posterior update step. In [5, 10, 15] non-probabilistic
models of trust and reputation are proposed which identify
and attempt to cope with the problem of non-static agent
behaviour.

A multi-dimensional generalization of [16] can be found
in [14]. When dealing with a number of agents whose be-
haviour may be correlated, the authors of [14] propose mod-
elling trust with a Dirichlet distribution instead of a set of
independent Beta distributions. In this manner, correlations
between agent interaction outcomes can be captured. As in
[16], reputation is modelled by transmitting the sufficient
statistics of these trust distributions between agents.

Another application of a trust system in the context of
detecting malicious measurements in distributed sensor net-
works is provided in [12]. The Beta distributions are used in
[12] to represent the belief of each sensor in the maliciousness
of its parent sensor node.

Finally, the work described in [17] is very close in spirit to
the work presented here. The authors consider the problem
of selecting which agents to interact with based on previ-
ous experiences. Starting from a probabilistic model where
posteriors on agent behaviour are updated based on expe-
rience, they formulate the decision theory problem which is
then solved approximately. However, as in most other prob-
abilistic treatments of trust, agents are assumed to have a
constant behaviour. Here we show how changing agent be-
haviour can be taken into account within the probabilis-
tic framework. Applying our methodology to the decision
problem of [17] would be an interesting avenue for further
research.

3. THE CONSTANT SERVICE PROVIDER

We first wish to establish a probabilistic representation of
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trust from first principles. We begin by considering only ev-
idential trust; based on an agent’s direct experiences alone.
In this section we will assume that there is a single ser-
vice provider with whom an agent has cause to interact. In
our model an agent uses the service provider and can either
be fully satisfied with the service or not. It is reasonably
straightforward to extend these ideas to non-binary interac-
tions but this is beyond the scope of the present paper.

In realistic scenarios it is reasonable to expect the service
provider to change its behaviour with time corresponding
with changes in management or policy decisions. We will
however begin by considering the simpler case of the static
service provider. This scenario is also the one considered in
[16].

For a number of interactions, 1,..., N the agent may
record the discrete (good or bad) quality of the service (rep-
resented by 1 and 0 respectively) in variables z1,...,zn €
0,1. Let H, stand for the hypothesis that:

x; is 1 with probability 7 for all 7.
This may be expressed probabilistically as
p(@i|Hs) = 7" (1—m)' 7" o))

which is the standard Bernoulli trial distribution. We can
also assume the conditional independence relation

p(zizj|Hx) = p (zi|Hx) p (x| Hxr) 2)

i.e., that outcomes of different interactions are probabilisti-
cally independent given the service provider’s good service
probability 7. In the Bayesian Network formalism this is de-
scribed by the graph shown in 1(a). An agent’s trust for the
service provider is a probability distribution for H, given
all evidence that the agent has seen. Initially, with no data,
this distribution is a prior probability for H, that expresses
complete ignorance. This is represented by the uniform dis-
tribution; where all values for 7 are equally likely. Having
observed z1,...,x+, a prior probability for H, may be in-
ferred using Bayes’ theorem! as:

p(z1,. . an|Hx)p (Hx)
p(z1,...,TN) ’

O x [ (@ilHx) (3)

i=1

p(Hrlz1,...,zN)

where C'is a constant that does not depend on H,. Defining
Gir=xz1+ ... +a

p(Hﬂ"«Tl,-..,ajN):CXﬂ-Gt (1_ﬂ-)t*Gt (4)

and which may be estimated from the fact that:

1
/ p(Holzr,... on)dr = 1. )
0

Equation (4) defines the posterior probability density for
m after observing the outcome of x1,...,znx. Whilst this
model is useful for illustrating the basic strategy, it con-
tains an inherent limitation; the assumption that a service
provider’s behaviour shall be constant throughout all future
interactions. This assumption is rarely observed in prac-
tice for the reasons mentioned in Section 1. It can also be
exploited by malicious service providers that provide good

TP(A|B) = EEAPA



services until they gain trust and subsequently provide poor
services. The next section describes a more sophisticated
model that incorporates change in 7 with time.

4. THE EVOLVING SERVICE PROVIDER

We change the model described in the previous section
to incorporate a hidden, unobserved chain of good service
probabilities for the same trader. To make inference possible
we must further assume that the good trade probabilities do
not change much between time instances. Instead of mod-
elling these probabilities directly, we model a sequence of
real numbers yi,...,yn € R that are converted into proba-
bilities through the logistic function

1

= Trev (©)

o (y)
The probability of obtaining a good service at time t is there-
fore taken to be o (y¢). As before, we define this through a
binary Bernoulli trial model

p(dlye) = o (30)™ (1 -0 () ™" (7)

We regard the numbers y1,...,yn as corresponding to the
quality of the service provider at each time instant. If y, > 0
then the service provider will almost certainly give a good
service while if y; < 0 the service will almost certainly be
bad. Generally the aim of a trust system is to infer the
quality of the service provider from the previous interac-
tion outcomes x1,...,zn. To make this inference possible
we need to make some further assumptions on the service
provider’s quality variation through time. In particular we
will assume that the service provider is slowly varying. This
can be accomplished by assuming a Wiener process prior on
the quality sequence as follows:

pyi-yn) =p ) [[ p(weralve) (8)

where the conditional probabilities are given by
P Wiraly) = N (yesalye, 7°) - 9)

The parameter 72 is used to encode how much the quality
of the service provider is considered to change from time ¢
to t + 1. The joint distribution of our full model then has
the following form

N—1 N
P anyi.yn) =p W) [[ perilye) [] o (@elye)
t=1 t=1

(10)
where p(y1) is our prior on the initial quality of the ser-
vice provider. In our implementation this was modelled as a
very wide Gaussian (e.g. variance 10) centred on zero. The
joint distribution of equation 10 can be seen as a continuous-
state Hidden Markov Model [13] with observations x1 ...z N
and hidden states yi...yn. In the Bayesian Network for-
malism this would be represented with the graph of figure
1(b). It is important to note that this model includes the
Constant Trader model (outlined in section 3) as a special
case when we take 7 = 0. Our strategy is (a) to use a re-
cursion formula to infer the distribution of yn41 given past
observations z1 ...z x and (b) obtain a maximum-likelihood
estimate of the variance parameter 72 using Expectation-
Maximization [4].
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Figure 1: Bayesian Network representations of the three
models presented in this paper: (a) the constant service
provider (Section 3), (b) the evolving service provider (Sec-
tion 4) and (c) the opinion provider model (Section 5). Ar-
rows indicate conditional dependencies while shaded nodes
represent observed variables.

4.1 Inference

The aim of a trust system is to infer the posterior distri-
bution of the next quality level of the trader yn41 given all
past interaction outcomes zi...xn. From the expression
of the joint distribution (10) one can derive the recursive
formula

p(yeriler . w) /p(yt+1|yt) (11)

xp (z¢|ye)
Xp (yelxr ... xp—1) dys.

This expression links the posterior at time ¢, with the poste-
rior at time t—1. By iterating this expression N times start-
ing from the prior p(y1) we can obtain p (ynt1|z1...2zN).
From this posterior one can calculate the probability of the
next trade being good given all previous trades by

~00
p(xN+1|CU1...CCN) = / p(xN+1‘yN+1)

— oo

xp (yns1lz ... zn) dyns(12)

as well as more complicated decision theoretic measures such
as the expected loss if we decide to trade etc. The integrals
of equations (11) and (12) do not have a closed form ex-
pression. However, because they are one-dimensional it is
straightforward to use a variety of parametric approxima-
tions and integration formulas. Our approach is to model
the distributions as histograms and approximate the inte-
grals with summations.

4.2 Estimating service provider variance

The inference procedure described in the previous section
assumes we have a good estimate of the variance param-
eter 72. In a realistic application of this model however,
we would like to infer 72 from the data itself. In this pa-
per we adopt a maximum-likelihood framework and we ob-
tain a point estimate of 72 using the Expectation Maxi-
mization algorithm. In the particular context of the Hid-
den Markov Model, this is known as the forward-backward
algorithm (Rabiner, 1989), or the Baum-Welch algorithm



(Baum, 1972). EM seeks to maximize the likelihood of ob-
serving the data x...xn given the variance parameter 2

p(ml...zN\TQ). (13)
Define the quantities

ar (ye) =p(T1 ... Trye) (14)

and

Bt (ye) = p (Te41 - TN|Ye) - (15)

Once again we choose to model oy (y¢) and S (y¢) as his-
togram vectors. One can derive from (10) the following
two recursion formulas. The forward recursion that provides

at (yt)

o () = p (zelye) / ot (o) p (welve 1) dyes (16)

and the backward recursion that provides [3; (y¢)

B (ye) = /p(ﬂ?t+1|yt+1)ﬁz+1 (Ye1) P (Yer1lye) dyerr (17)
with initial values

a1 (y1) = p(z1ly1) p (y1) (18)

and

B (yn) = 1. (19)

Now if we define

& (Ye, Yet1) = %at (ye) P (Yer1)ye) p (i1 |Yes1) Bes1 (Yes1)

(20)
with @ chosen so that

/ & (Yt, Y1) dyrdyer = 1 (21)

then one can write the EM update step as:

N-1
1
Thew = N_1 E //ﬁt (e, yevr) (Yegr — yt)2 dyrdyiy1.
t=1

(22)
Note that in equation (22) the distributions & (y, y++1) have
been computed with the old value for 7. Using (22) we
obtain a new value 7, which we then substitute back into
the distributions oy, B: and & and repeat until convergence.
Figure 2 shows a few iterations of this update step. With
each update step the estimation becomes more and more
accurate.

5. REPUTATION

In the absence of direct experience of a service provider
that leads to direct trust, it is essential to be able to enquire
about that service provider’s reputation. In human societies
this is commonly achieved by soliciting opinions about a
particular service provider from others that may have had
direct experience. In our model an agent will ask for opin-
ions about a service provider from other agents and these
opinions will be given as real numbers. This is in contrast
to [3, 16] where agents transmit entire belief distributions to
each other. From the point of view of the inquiring agent,
an opinion 1 can be seen as a noisy measurement of the
unknown state which is the service provider’s quality y. Of
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course we have to take into account the possibility of agents
not providing accurate opinions, either through lack of hon-
esty or simple ignorance. For the purposes of our model,
both these types of inaccuracy are bundled in the same cat-
egory but it should be relatively straightforward to account
for a more detailed opinion provider. To that end, we will
consider the opinion 1 to be either:

e honest, in which case it is modelled by a Gaussian
centred on y; this gives more likelihood to an honest
opinion being close to the real value,

e or a dishonest one, in which case it can be uniformly
distributed in an interval [—w,w]; this implies that a
dishonest opinion is likely to be anything and has no
connection with the real value.

With each opinion provider we will associate an honesty ra-
tio p which is the likelihood that any one of his/her opinions
about any service provider is honest. All of these assump-
tions can be summarized in the following mixture distribu-
tion

p(ly, p) = pN (Ply,s°) + (1 — p) U (¢| — w,w)  (23)

where s? is the variance of an honest opinion and U is

the uniform distribution pdf. In an alternative formula-
tion we could also be transmitting an uncertainty measure
as part of the opinion, and derive s from that. However
that makes the analysis significantly more complicated. At
any rate, the results we have obtained seem to validate
the simple approach of only transmitting 1 and assuming
s known and constant. To keep the notation uncluttered
we focus on a scenario with just one agent that requests
opinions from one opinion provider regarding a set of K
service providers. The extension to a scenario with multi-
ple agents and multiple opinion providers will be straightfor-
ward. Denote the unknown qualities of each service provider

with YV = [ym, . ,y(K)] and the opinions obtained with
U = H,(l)’ ... ,111<K)] Let p denote the unknown honesty

ratio of our opinion provider. All previous interaction out-
comes between our agent and each service provider can be
summarized in a variable D. We assume that by solving
the inference problem of section 4 our agent now has a
set of posterior distributions describing its current knowl-
edge about the service providers. Denote these posteriors

by p (ym\D) ) (y(K)|D). The full joint distribution of

our reputation model is

p(Y,¥,p) =p(p) ﬁ P (w(k)\y““)»p) p (y““)ID) ;o (24)

where p (p) is the agent’s prior about the honesty ratio of the
opinion provider. In our implementation this starts out as a
uniform prior. The Bayesian Network graph corresponding
to this model can be found in Figure 1 (c). Our first task is
to infer the posterior of the opinion provider’s honesty ratio
p given the opinions V. Integrating out the unknown service
provider states Y we get

/p(Y, v, p)dY = p(p) ﬁ /p (v®1®, p) p(y™1D) dy®.
k=1
(25)



The integral of eq. (25) becomes

/p (6®P®.0)p (yPID) ay® = pc® + (1= p) B
(26)
where

a® — /N (w"“)ly(k), 32) » (y“)\D) dy® 27)

and
B=U (1p<’“)| —w, w) . (28)
Our posterior estimate of the honesty ratio is therefore
K
p() xp (o) [] (062 + (1 =p)B)  (20)
k=1

where all the quantities are known and the proportionality
constant can be obtained from the fact that p (p|¥) inte-
grates to 1. The distribution p (p|¥) describes the agent’s
estimate about the accuracy of the opinions coming from this
opinion provider. Our approach is superficially similar to
the one of [16] where all opinions of an opinion provider are
analyzed against past experience to evaluate this provider’s
accuracy. The difference is that our approach is fully prob-
abilistic, i.e. starting from a set of predefined priors and
likelihoods and arriving at posteriors using Bayes’ theorem.
The accuracy computation of [16] on the other hand is based
on a set of empirical heuristics (e.g. the formula for adjust-
ing an opinion according to the opinion provider’s accuracy
estimate). Section (6) contains a detailed comparison be-
tween [16] and our system’s treatment of reputation.

Our second task is to take into account the opinions gath-
ered by updating our quality posteriors. In particular we are
looking for the new posteriors p (y(k) |w, D) fork=1...K.

Inverting with Bayes’ theorem we get
p(yP19,0) = p(s®1w-{u®} 4", D) (30)
Xp (y(k)‘\p _ {w"“)} 7D> )
p (w““)l‘l’ _ {wm} Ly ™, D)
xp (y*ID)

also using the probabilistic independence of W — {1#“”} with

y® given D. Now the first term in this product can be
expanded with

p (v = {u®}, 4™, D) (31)

_ /p (w(m‘q, _ {wuﬂ)} ,y<k),D,p>
Xp (pI‘P - {1#““)} Ly, D) dp
= /p (w('”\y““)m)
xp (1w = {0 ™}) dp

where we have used some probabilistic independence rela-
tions that can be derived from the factorization of the joint

distribution (24). The distribution p (p\‘ll — {w<k)}> is the
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posterior for p that we get if we omit one of the opinions. It
is given by

K

P (pI\I’ - {w“”}) <plp) ] (pG(’“) +(1—-p) B) :

j=1
J#k
(32)
We now have all the ingredients to compute the updated
quality posterior from eq. (30).

To extend this model to multiple opinion providers we
treat each opinion provider sequentially. Each time we use
eq. (30) to update our quality posteriors p (y(k) |D, ¥y, ¥y .. )
to take into account each set of opinions. With each opinion
from a particular opinion provider, we also update the hon-
esty ratio posterior for that opinion provider using equation
(29). In this manner the model generalizes to the setting
where an agent interchangeably receives (a) observations of
actual interactions with service providers and (b) opinions
from opinion providers. The following section presents a de-
tailed evaluation of an implementation of our model against
the top competitors [3, 16].

6. EVALUATION

This section presents a series of numerical experiments
designed to evaluate aspects of our model in comparison
with the two of the main state-of-the-art competitors [3, 16].
We have separated the evaluation into the two components
of our model, trust and reputation.

6.1 Evaluating trust

Our first experiment sheds light onto the performance of
the EM algorithm for learning from data the rate of change
of the service provider’s quality. We created a random se-
quence of service qualities y1...yn (where N = 500) for
a single service provider according to the Wiener process
prior of equation (8) with 7 = 0.15 (red dotted line in fig-
ures 2(b-d). From this service quality sequence we then ran-
domly sampled a sequence of binary interaction outcomes
Z1,...,xn according to the likelihood distribution of equa-
tion (7). This sequence was then fed to the EM algorithm
described in section 4.2. We then ran a sequence of 1000 EM
updates and recorded the evolution of the variance estimate.
The algorithm converged at a value of 0.140 within the first
250 iterations. The convergence of the variance estimate is
shown in 2 (a). For each value of 7 we can compute the
marginal posterior for all time-steps ¢ using

p(Yelw1 ... 2n) oc ae (ye) Be (ye) (33)

with distributions «; and (3¢ defined as per equations (14)
and (15). Figures 2 (b-d) show the mean of this marginal
posterior for each time-step together with +2 standard de-
viations away from the mean. We note how the estimate
of the quality curve gradually becomes concentrated around
the ground truth (shown by the red dotted line of Figures 2
(b-d)).

The second experiment consists of comparing the sequen-
tial service provider quality estimation of section 4.1 against
TRAVOS [16]. This system assumes service providers of
constant quality throughout the lifetime of the system. We
randomly sampled a sequence from a constant trader (7 = 0)
(which fully satisfies the assumptions of [16]) and compared



Iteration = 1, T =1.000

Iteration = 16, t=0.455 Iteration = 256, t=0.140
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Figure 2: The EM estimation algorithm in practice. We estimated the rate of change parameter 7 from a sequence of 500
interaction outcomes of a service provider. (a) shows the evolution of the 7 estimate. The dotted line represents the actual
value of 7 used (0.15). Our estimate converges within 250 iterations to within 0.01 of the ground truth value. (b)-(d) show the
posterior estimate of the service provider’s quality for EM iterations 1, 16 and 256, respectively. Each graph shows the mean
of the quality estimate along side two error margins (at +2 standard deviations away from the mean). We also superimpose
with the red dotted line the ground truth evolution of the service provider’s quality. Notice how the estimates of the quality

curve get progressively better (more concentrated around the ground truth) as the EM algorithm converges.

100 200(300 400 500

(a) (b)

100 200t300 400 500

Figure 3: Our system (b) vs TRAVOS[16] (a) for a constant
service provider. Our model contains the constant provider
as a special case (for 7 = 0). When faced with such data,
the EM algorithm estimates a 7 value close to 0 and our
inference results become identical to those of [16].

our the performance of the two systems. As predicted in
section 4 the constant quality model is a special case of the
general evolving quality model. As a result, the EM algo-
rithm was able to estimate that the quality variance for this
sequence is very close to zero and hence the results obtained
by our system are virtually identical to [16]. This is shown
in figure 3 (a,b).

In the third experiment the service provider provided bad
quality services for half the sequence, followed by good qual-
ity services for the remaining half. Since this falls outside
the assumptions of [16], that system behaves quite poorly
when estimating the quality of the service provider. At the
same time, our system, after a period of uncertainty is able
to track the variation in the quality. This is shown in figure
4.

Finally, in the forth experiment concerning the trust com-
ponent of our model, we compare against the Beta Reputa-
tion System [3]. This system is theoretically able to cope
with quality variations due to the introduction of a forget-
ting factor in the estimation stage. In fact that part is quite
similar with our sequential inference of section 4.1 and the
forgetting factor bears resemblance to our variance param-
eter 7. However, because in [3] some parts of the model do
not strictly adhere to the probabilistic framework, the for-
getting factor does not have a probabilistic interpretation.
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100 2001300 400 500
(a) (b)

Figure 4: Our system (b) vs TRAVOSJ[16] (a) for a ser-
vice provider that changes midway through the simulation.
This case violates the assumptions of [16] (constant service
providers) and hence the system cannot adapt to the change
in quality of the service provider. Our model does not make
any such assumption and is therefore able to track the step
change in the quality.

100 200t300 400 500

As a result, it is not possible to learn the correct value for
the forgetting factor from the data as in our system. We
generated data from a service provider whose quality varies
in a sinusoidal fashion. Figure 5 (a,b) shows the difference
between the two systems. For a particular value of the for-
getting factor (found by trial and error) the curve obtained
by [3] resembles the output of our method. However [3] does
not provide any mechanism for estimating the forgetting fac-
tor from the data.

6.2 Evaluating reputation

In this section we compare our system with TRAVOS[16]
with respect to the reputation part. The test setup com-
prises one agent that is faced against 100 service providers
and 100 opinion providers. We assume that there has been
a history of transactions between our agent and the 100 ser-
vice providers. The agent’s goal is to infer the quality of the
100 service providers using the opinions given by the 100
opinion providers. To focus the investigation on the repu-
tation component we freeze all direct transactions between
the agent and the service providers. Our agent has to rely
only on his prior encounters and the set of opinions. Since
the service providers are static in time for this experiment,



100 2001300 400 500
(a) (b)

Figure 5: Our system (b) vs the Beta Reputation System [3]
(a) for a service provider whose quality varies sinusoidally.
The model of [3] can cope with varying service provider qual-
ity by introducing a forgetting factor parameter. Each pa-
rameter value produces a different estimate (green curves in
(a)). By trial and error it is possible to find a parameter
value that gives results (black curve in (a)) similar to those
of our system (b). However, because the system is not fully
probabilistic, there is no principled way to determine the op-
timal forgetting factor parameter. Our system on the other
hand uses Expectation Maximization to obtain a maximum
likelihood point-estimate of 7.
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this fully satisfies the assumptions of [16].

The population of opinion providers in a real life situa-
tion may consist of a varied mix between honest, dishonest,
well-informed and mis-informed members. We tested two
different regimes, both of which gave similar results. In the
first regime, we have two sub-populations. The first con-
sists of entirely honest opinion providers whose opinions are
accurate 90% of the time (p = 0.9), with a small 10% to ac-
count for honest transmission of erroneous information. The
second sub-population consists of entirely dishonest opin-
ion providers p = 0 who purposefully aim to misinform our
agent. We explored various mixtures of honest-dishonest
populations. In Figure 6 we show the results of our system
compared with [16] for the 95% —5%, 35% —65%, 65% —35%
and 5% —95% population mixes. In the graphs we have plot-
ted the mean estimation error (MEE) [16] which is simply
the mean absolute difference between the quality estimates
of our agent and the actual quality estimates. The x-axis
is the number of opinions gathered and varies from 0 (no
opinions, just prior estimates) to 100 (all opinions plus the
prior estimates). Of course both the [16] agent and the agent
using our method used identical prior estimates. When 95%
or 65% of opinion providers are honest, both systems are
able to estimate the correct values quite quickly. However
with fewer honest opinions the performance of [16] degrades
while our system performs reasonable even with a very small
percentage of honest opinion providers.

Under the second regime, the population consists of a ho-
mogeneous mixture of opinion providers, whose honesty ra-
tio p (proportion of accurate opinions) is randomly sam-
pled from a distribution centred around a particular value
which we call truthfulness for the purposes of this experi-
ment. Here we show the results for truthfulness values of
95%, 65%, 35% and 5%. Once again, as the overall popula-
tion becomes more and more malicious, TRAVOS is unable
to reach good final estimates while our system degrades far
more gracefully. Ultimately both systems fail to converge to
good estimates when the population is honest only in about

231

5% of the time.

The results seem to indicate quite clearly the validity
of the fully probabilistic approach. The two systems start
from almost identical assumptions but our system by staying
strictly within the probabilistic framework is able to outper-
form the other system.

7. CONCLUSION

This paper presented a fully probabilistic model of trust
and reputation. Under our framework, the task of deciding
whether to interact with a service provider is one of infer-
ring the current quality of that provider from all relevant
information. Agents can exploit two sources of information:
Firstly their prior experiences with an opinion provider and
secondly, a set of opinions about that provider that are gath-
ered from other agents. The system probabilistically fuses
both types of information and obtains an estimate of the
current quality of the service provider. Compared to two
state-of-the-art systems, our approach shows a significant
performance improvement, as evidenced in several experi-
ments reported here. Furthermore, it brings the following
benefits: (a) Our simple set of assumptions is accurately rep-
resented and incorporated in an algorithm. (b) Within the
probabilistic framework it can accommodate agents whose
quality changes with time and (c) it provides the means to
estimate the rate of change of agent quality. We hope this
investigation will serve as a proof of concept of the great
benefits afforded by the fully probabilistic approach in the
context of trust and reputation.
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